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Information retrieval from visually random optical speckle patterns is desired in many scenarios yet considered
challenging. It requires accurate understanding or mapping of the multiple scattering process, or reliable capabil-
ity to reverse or compensate for the scattering-induced phase distortions. In whatever situation, effective resolving
and digitization of speckle patterns are necessary. Nevertheless, on some occasions, to increase the acquisition
speed and/or signal-to-noise ratio (SNR), speckles captured by cameras are inevitably sampled in the sub-Nyquist
domain via pixel binning (one camera pixel contains multiple speckle grains) due to finite size or limited band-
width of photosensors. Such a down-sampling process is irreversible; it undermines the fine structures of speckle
grains and hence the encoded information, preventing successful information extraction. To retrace the lost in-
formation, super-resolution interpolation for such sub-Nyquist sampled speckles is needed. In this work, a deep
neural network, namely SpkSRNet, is proposed to effectively up sample speckles that are sampled below 1/10 of
the Nyquist criterion to well-resolved ones that not only resemble the comprehensive morphology of original
speckles (decompose multiple speckle grains from one camera pixel) but also recover the lost complex information
(human face in this study) with high fidelity under normal- and low-light conditions, which is impossible with
classic interpolation methods. These successful speckle super-resolution interpolation demonstrations are essen-
tially enabled by the strong implicit correlation among speckle grains, which is non-quantifiable but could be
discovered by the well-trained network. With further engineering, the proposed learning platform may benefit
many scenarios that are physically inaccessible, enabling fast acquisition of speckles with sufficient SNR and
opening up new avenues for seeing big and seeing clearly simultaneously in complex scenarios. © 2023
Chinese Laser Press

https://doi.org/10.1364/PRJ.472512

1. INTRODUCTION

Light experiences strong scattering in complex media, and the
interference of multiply scattered photons traveling along
different paths leads to the formation of speckles, if the coher-
ence length of light (e.g., laser light) is sufficiently long [1].
Information carried by light is therefore scrambled yet determin-

processing and deciphering. Although challenging, it is feasible
to analyze and/or retrieve the scrambled information through
wavefront shaping [2-9] and phase retrieval [10-13]. Recent de-
velopment of artificial intelligence [14,15] has, as well, inspired
this field by fulfilling the image reconstruction from speckles via
either purely learning-based methods [16-21] or their counter-

istically encoded in these speckles, which are visually observed
as spatially isolated bright spots. Such grainy representations
physically serve as the information carrier and require effective
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part with physics prior [22,23].
Successful deciphering and reconstruction of the encoded
information usually require sufficient acquisition of the speckle
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details, although some recent studies implied that down-
sampled speckles could also retain certain information [24,25].
That said, the lower limit of down sampling for information
retaining is elusive and no clear criterion, such as with respect
to the Nyquist criterion, has been studied. In principle, sub-
Nyquist sampling to an image can be treated as a low-pass filter,
causing loss of high-frequency information (or fine features) to
the image. Once the speckles are sampled below the Nyquist
criterion, the low-pass filter integrates several grains into one
pixel and more importantly, the hidden information is assumed
to be significantly lost (to be proved in the study). On the other
hand, spatially sub-Nyquist sampled speckles are necessary in
some scenarios, such as fast speckle acquisition of a large field of
view (FOV) and under low-light conditions. Detection of more
speckle grains or a large FOV is desired to encompass more
effective information in the speckle pattern [25]. This requires
more camera pixels (slows down the acquisition) or resolves
individual speckle grains in a sub-Nyquist domain due to lim-
ited camera pixels. A similar dilemma also needs to be addressed
under low-light conditions, where camera pixel binning might
be necessary to increase the acquisition speed via bypassing the
time-consuming averaging and/or to enhance the signal-
to-noise ratio (SNR). Note that sparsity in detected signals
and the insufficient sampling processes are irreversible.
Pre-processing to convert those speckles to their well-sampled
counterparts becomes inevitable before other post-processing
procedures such as image reconstruction and transmission ma-
trix calculation. To ensure the robustness of such reversion pro-
cess, two hypotheses are spurred. (1) Explicit recovery: can the
down-sampled or sparse speckle patterns be morphologically
recovered to well-resolved counterparts? (2) Implicit recovery:
can the recovered speckle patterns retrace the lost information
due to insufficient sampling or pixel binning?

For the second hypothesis, the validation is equivalent to
image reconstruction from speckles, which has been intensively
explored via physical modeling [26] or deep learning
[19,20,22]. Comparably, the first hypothesis has been rarely
explored, probably due to the lack of physical tool to analyze
and reverse such a down-sampling process. Intuitively, an image
without fine features might correspond to many of well-
resolved images. The issue arising from the first hypothesis
is therefore an ill-posed problem. To address it, single-image
super-resolution has been proposed to enhance the sampling
frequency and imaging resolution in the community of deep
learning [27,28]. For example, deep neural network (DNN)
can automatically discover the implicit local/non-local correla-
tion within a down-sampled image, which is hard to define in
the current theoretical framework, and parametrically generate
up-sampled output approaching the ground truth. The imple-
mentation has been successfully utilized in optical microscopies
in the ballistic regime [29,30], where distortion of object in-
formation is relatively low. In the non-ballistic regime, e.g.,
strong scattering, the object information is entirely disordered
and displayed in the form of speckle grains covering a large
FOV. The more is the information complexity, the worse is
the distortion. As a result, interpolating sub-Nyquist sampled
speckle patterns, especially those encoded with complicated in-
formation, is highly challenging.

Few studies, if any, have explored whether sub-Nyquist
sampled speckles can be effectively processed. In this work,
we investigate how the sub-Nyquist sampling affects informa-
tion reconstruction from the speckles and introduce an imple-
mentation of DNN, namely SpkSRNet, to parametrically
interpolate sub-Nyquist speckle patterns to well-resolved rep-
resentations and retrieve the lost information. The success of
retrieval is validated by further feeding the interpolated speckles
into another DNN, namely SpeckleNet, to accomplish gener-
alized image reconstruction. Experimental results show that the
proposed learning-based super-resolution implementation can
handle very sparsely sampled speckles (below ~1/10 of the
Nyquist criterion). As a result, not only the high-frequency in-
formation (i.e., comprehensive grainy morphology) of the
speckle patterns but also the lost information can be effectively
recovered, allowing for robust retrieval of complicated informa-
tion such as human face. Notably, the SpkSRNet is trained for
super-resolution with no priors of the hidden information in
the training. That means the SpkSRNet can learn the implicit
constraints among speckle grains and the way information is
encoded in the speckles and lost due to down sampling, which
is achieved by adopting well-resolved speckles as the only target
for training. This study provides a new perspective to under-
stand the nature beneath speckles, such as information encod-
ing and decoding, and may potentially serve a powerful
platform to process or decipher speckled signals under extreme
conditions, such as low light or high noise.

2. METHODS

A. Experimental Setup

The experimental apparatus is configured in Fig. 1. Images ex-
tracted from the “Flickr Faces High Quality” (FFHQ) database
are used as the phase objects and displayed on a phase modu-
lation spatial light modulator (SLM, HOLOEYE PLUTO
VIS056 1080p, German). A collimated continuous-wave co-
herent laser beam at A = 532 nm (EXLSR-532-300-CDRH,
Spectra Physics, USA) is expanded, so that the screen of the
SLM is fully illuminated. The laser beam is modulated by the
SLM with phase objects uploaded in advance. The phase-only
SLM converts 8-bit gray scale (0-255) to phase delay (0-27 in
radian), and the images from the FFHQ database are rescaled to
0-127 for phase delay ranging from 0 to 7 to increase the
modulation efficiency. After being modulated and reflected by
the SLM, the laser beam is converged onto a diffuser (220-grid,
DG10-220-MD, Thorlabs, USA) by an objective (RMS20X,
Olympus, Japan). A total of 20,000 images from the FFHQ
database are sequentially displayed on the SLM. The corre-
sponding scattering-induced speckle patterns are one by one
captured by a CMOS camera (FL3-U3-3252M-CS, PointGrey,
Canada). Speckles under different laser light conditions, char-
acterized by SNR (the ratio of the speckle mean intensity to its
variance) [1], are recorded by merely changing the output
power from the laser: for the normal-light condition, optical
power before entering the scattering medium is 240 pW, and
the corresponding SNR = 1; for the low-light condition, the
optical power is reduced by 100 times to ~2.4 pW, with a
corresponding SNR = 0.04 where only ~0.14% pixels are
non-minimal by statistics. The camera and the SLM are
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synchronized viaa MATLAB program in data acquisition. Note
that in this study, it means “laser speckle” whenever “speckle” is
mentioned.

B. Data Preparation

The recorded speckle patterns (with the dimension of
252 x 252) and the corresponding images (with the dimension
of 32 x 32) displayed on the SLM are paired up for DNN
training. In this study, 20,000 human face samples for each
sampling pitch are generated, 18,000 of which are used for
DNN training while the rest are used for network validation.
To ensure that differently sampled speckle patterns are evalu-
ated under the same experimental conditions and not affected
by the decorrelation of the medium, the down-sampled speckle
patterns are computationally obtained through pixel binning, a
process that is usually deemed irreversible as shown in Fig. 1.
Thus, the sampling pitch (4,) can be equivalently defined as
do x n pm by grouping n-by-7 neighboring camera pixels as
a macropixel, where 7 is the sampling factor and can be any
divisor of 252. For example, in Columns I-VII in later shown
Fig. 3(a), the speckle patterns are sampled with &, = 4, 4d,,,
8dy, 12d,, 18d,, 21d,, and 284, respectively. For each sam-
pling factor, a corresponding dataset is generated, namely
ndy-dataset, with each including 18,000 samples for network
training and 2000 samples for the test. Note that the samples in
the training and test sets do not overlap. Also, the average diam-
eter of the speckle grains is 9.77 pm, as measured by the full

Diffuser

sampling

Sparse speckle

SpkSRNet
Py N

width at half-maximum of the autocorrelation of speckle pat-
terns [31]. Therefore, the Nyquist criterion (4,.) to sample
speckles in this study is 9.77/2 ~ 4.88 pm, which corresponds
to 1.952d,. Thus, for sampling factors larger than 2, the speck-
les are sampled in the sub-Nyquist domain.

C. DNN Architecture and Training Strategy
For speckle interpolation, DNNs, named as SpkSRNet, based
on a modified ResNeXt-101 [32] with a pixel-shuffle layer [33]
are used in this study, as shown in Fig. 2. The ResNeXt-101 is
memory friendly and contains more parallel units than the
U-net like networks have. Notably, the original ResNeXt-101
has 101 layers, six of which are designed for down sampling. To
match this study, these down-sampling layers are modified or
removed so that the output from ResNeXt-101 can retain the
dimension of the images and expand the number of channels
from 1 (in the input) to 72 (in the outpur), where 7 is the sam-
pling factor. Therefore, incorporating the parameter-free pixel-
shuffle layer, a widely used layer for pixel super-resolution in
video community, the proposed network can be trained effi-
ciently with limited computational resources.

The down-sampled speckles from six 7d-datasets (7 = 4,
8, 12, 18, 21, 28) are individually paired up with correspond-
ing speckles from the 4-dataset as the input—output pairs, and
the resultant network is denoted as ndy-trained SpkSRNet. A
two-step training is applied to each SpkSRNet as follows
for optimal performance: (1) the networks are pre-trained by

Lens

Spatial light
modulator

X

\
\
\\ Validation
Information N

encoding

Recovery

Interpolation:

Reverse the irreversible down sampling

Fig. 1. Conceptional diagram of speckle collection, deep-learning-based speckle super-resolution interpolation processing and information re-
covery. Phase objects are displayed on the SLM, which is illuminated by an expanded continuous coherent laser beam (4 = 532 nm). Speckle
patterns behind the scattering medium are down sampled for rapid recording, transmission, and storage, or enhanced SNR. Inevitably, intrinsic
correlations among speckle grains and hence the encoded information are irreversibly impaired. In signal processing, the down-sampled speckles are
interpolated via a deep-learning based super-resolution framework to reverse the “irreversibility” and retrace with high-fidelity the speckle

comprehensive morphology and finally the encoded object information.
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Fig. 2. Architecture of SpkSRNet is the combination of ResNeXt
and PixelShuffle layers. 7dy-sampled speckles with the dimension
of dxd(d =252/n) are input into the SpkSRNet for speckle
super-resolution (i.e., interpolation) processing (2 = 4, 8, 12, 18,
21, 28), with dy-sampled speckles (i.e., the original speckles with
the dimension of 252 x 252) as the target. For example, when the
down-sampling factor () is 12, the network is called 12d-trained
SpkSRNet, whose input dimension is 21 x 21 and output dimension
is 252 x 252.

dxn

minimizing the loss function (F,) given by Eq. (3); (2) the pre-
trained networks are further optimized via minimizing the loss
function (F,) expressed by Eq. (4). In both steps, the stochastic
gradient descent algorithm (SGD) is used for optimization with
a batch size of 16 and a weight decay of 0.01, and the learning
rates are set to be 0.01 and 0.001 for the first and second steps,
respectively, with cosine annealing for 50 epochs:

£10+3) = NPCC(y.5) + MSE(1)
=Y

0,05

f20,3) = -SSIM(y,7) + CL(3,7)
_ QY G) + e)oy + )
OPH ) +e)loy + 0] + )

+ (/-9 + ), @
Fi0:9) = £10:0) + £1[S,00:.0)] + £1(Vy. Vi), (3)
Fy(509) = £2000) + £2[S,00: S, £2(V, V), (4)

where y is the target and J is the output from the network with
average operation (), o is the variance, |||| is absolute operation,
S, is the pixel binning operator with the down-sampling factor
(n), and V is to calculate the gradient of the image. In Eq. (1),
the sum of the negative Pearson’s correlation coefficient
(NPCC) and mean square error (MSE) contributes to the quick
convergence. In Eq. (2), the sum of the negative structural sim-
ilarity index measure (SSIM) with ¢; = 0.0001 and ¢, =
0.0003 and the Charbonnier loss (CL) with ¢ = 0.001.
Specifically, the SSIM can better reflect the visual quality of the
two-dimensional features and the CL helps to confine the fine
textures in generated images during optimization [34], which
matches the speckle interpolation task. Nevertheless, these two
perceptually metrics are hard to be directly optimized so they
were used to fine-tune the network in the second step.

For image reconstruction, with a network called SpeckleNet,
a complex fully connected layer is applied, with the speckles as
the input and the corresponding human face as the target, since
one complex fully connected layer can mostly represent the
physical model, i.e., transmission matrix, of the strong optical
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scattering and it works well for complicated information [35].
Notably, this model is not fit for the speckle interpolation
since it probably provides diverse optimization with less effi-
ciency to analyze two-dimensional information. Likewise,
the reconstruction network is individually trained by seven da-
tasets for each 4, and is denoted as nd-trained SpeckleNet
(n=1,4,8,12, 18, 21, 28). All the SpeckleNets are optimized
by minimizing £, via the SGD, whose learning rate is 0.001
with cosine annealing for 500 epochs. The training framework
is Pytorch 1.9.0 with Python 3.7, using CUDA for GPU accel-
eration. The computing unit is a Dell precision workstation

with E5-1620v3, 64 GB RAM, and an RTX3090 GPU.

3. RESULTS

A. Sampling Effect and Classic Interpolation

First, fully resolved speckle patterns [Fig. 3(a), Column I] are
collected by the camera as shown in Fig. 1. The original speckle
grains are well resolved by 12 pixels on average (each pixel area
is 43). With a larger down-sampling factor, more speckle grains
are combined into one pixel and the grainy representations
fade, as seen from Columns I to VII in Fig. 3(a). These speckle
patterns sampled at different sampling factors are then fed into
the corresponding SpeckleNet, i.e., 7d-sampled speckles from
the test set are input into the 7dy-trained SpeckleNet. By doing
so, whether the object information is included in the down-
sampled speckles can be validated. Their corresponding outputs
are the reconstructed human faces [Fig. 3(b)]. As seen, when
fed with dy-sampled speckles [Fig. 3(a), Column IJ, the
SpeckleNet can successfully reconstruct the human face
[Fig. 3(b), Column I)], with the Pearson’s correlation coeffi-
cient (PCC) of 0.9841 and MSE of 0.0047 compared with
the ground truth [Fig. 3(c)], which is the baseline performance
in this study. When fed with speckles with 7d;-sampled speck-
les [# > 4, Columns II-VII in Fig. 3(a)], the detailed features
of the human face are lost [Columns II-VII in Fig. 3(b)]. For
n = 4, although the PCC is around 0.8, details in the visual-
ized image are significantly lost and the MSE becomes 6 times
larger than the baseline [Fig. 3(b), Column II)]. Furthermore,
only a blurry outline of the face is left when 7 > 8 [Columns
HI-VII in Fig. 3(b)]. The quantified metrics [Fig. 3(d)] also
validate the information loss with the increasing sampling fac-
tor. An enlarged tendency is also observed for the standard
deviation [the color-filled region in Fig. 3(d)]. Such fluctuating
performance might indicate that the intrinsic correlations or
constraints within one speckle pattern are undermined by
the down sampling, which relaxes the exclusive transformation
between speckles and encoded information. Therefore, to re-
trace the lost intrinsic correlations or information, the down-
sampling process needs to be effectively reversed, such as via
interpolation. Note that in the following sections, the
SpeckleNet will act as the tool to validate whether the object
information is contained in the interpolated speckles.

Two classic interpolation methods, bilinear and bicubic, are
first selected to up sample the poorly resolved speckle patterns
[Fig. 4(a)], aiming to generate &-sampled speckles. As seen in
Figs. 4(b1) and 4(cl), morphological representations achieved
by these two methods are similar, which tend to smoothen the
morphology compared to the down-sampled ones [Fig. 4(a)].
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Fig. 3. Sampling effect for information recovery. (a) Representative speckle patterns with different sampling factors. From Columns I to VII,
speckles are sampled with sampling factors of 1, 4, 8, 12, 18, 21, and 28, respectively. (b) Reconstructed images via the corresponding SpeckleNet,
with the PCC and MSE information with respect to the ground truth (). (d) PCC and MSE of the reconstructed face images with respect to the
ground truth as a function of the down-sampling factor (7). The solid line and the colored region represent the mean value and the standard
deviation, respectively, among the 2000 test samples. The ground truth image (c) is reproduced under terms of the Public Domain Mark 1.0
license, and captured by DOCB Bengaluru on 2017-08-06, Flickr (https://www.flickr.com/photos/docb400/35592623433/). The original image
is cropped and converted to gray scale. Images in (b) are generated via the deep learning output based on the transformation of (c) for signal
processing purpose.

For 4dy-sampled speckle patterns [one speckle grain sampled recognized as a face [Column I in Figs. 4(b2) and 4(c2)]. That

by around one pixel in Fig. 4(a), Column I)], the interpolated said, for larger sampling factors (7 > 8) that combine several

features are similar to those of 4y-sampled speckles [Fig. 4(d)], speckle grains into one pixel, both classic interpolation methods

based on which reconstructed information can be more or less fail to decompose individual speckle grains from one pixel, and
| Il 1l v Vv Vi

dy 12d, 18d, 21d, 28d,

o O O S S I =
- S
-EEEE N
-
-EEEEEE

Fig. 4. Speckle interpolation based on classic methods and the corresponding learning-based imaging reconstruction. (a) Down-sampled speckle
patterns with a sampling factor from 4 to 28. (b1) and (cl) are the up-sampled (i.e., interpolated) speckle patterns through bicubic and bilinear
interpolations, respectively. (b2) and (c2) are the reconstructed images by feeding (b1) and (c1) are into the SpeckleNet. (d) dy-sampled speckles. The
ground truth image (e) is reproduced under terms of the Public Domain Mark 1.0 license, and captured by DOCB Bengaluru on 2017-08-06, Flickr
(heeps://www.flickr.com/photos/docb400/35592623433/). The original image is cropped and converted to gray scale. Images in (b2) and (c2) are
generated via the deep learning output based on the transformation of (e) for signal processing purpose.

Bilinear
interpolation

Bicubic
interpolation
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the reconstructed information is far from the baseline
[Fig. 3(b), Column I]. Moreover, through comparison the re-
constructed information based on bilinearly or bicubically in-
terpolated speckles [Figs. 4(b2) and 4(c2)] is almost the same as
those from speckles without processing [Fig. 3(b)]. It suggests
that significant down sampling cannot be overcome by classic
bilinear or bicubic interpolations. Non-linear interpolation
with higher orders (say, larger than 3) is therefore required
to effectively up sample the down-sampled speckles. Deep
learning, featured by its non-linear characteristics, is hence
called for in the next section.

B. Learning-Based Speckle Interpolation and
Information Recovery

A DNN-based network called SpkSRNet was trained, and the
interpolation as well as information reconstruction results are
shown in Fig. 5. As seen, the learning-based interpolated speck-
les exhibit promising representations like the original speckles
[Fig. 5(a), Column I)]. It indicates that the six SpkSRNets are
able to decompose multiple speckle grains from one binned
pixel and recover the grainy features from the down-sampled
speckle patterns; the randomly scattered bright spots can be
clearly identified in all the realizations, which apparently out-
performs the classic interpolations (Fig. 4). For example, the
28dy-sampled speckles with the dimension of only 9 x 9 can
be up sampled to speckles with the dimension of 252 x 252,
which are highly consistent with the original speckles (PCC
of 0.9557, MSE of 0.0008), as denoted in Column VII in
Fig. 5(b). In comparison, if up-sampled by the classic methods,
the same speckles merely become smoother, as shown in
Column VI in Figs. 4(b1) and 4(cl), and the resultant PCCs
(~0.15) are below one-sixth of the DNN realizations (~0.95).
Moreover, the morphological features of these interpolated

| ]
4‘d0 ;
(a) ,

v

patterns from SpkSRNet are highly similar due to their high
PCC values [>0.95 in Fig. 5(b)] with the original speckle
pattern.

Reconstructing the implicit information hidden in these
speckles is the other critical approach to validate the accuracy
of the super-resolution interpolation processing. By feeding the
interpolated speckles into the -trained SpeckleNet, human
faces can be seen with fine features for all cases, as shown in
Columns II-VII in Figs. 5(c). Meanwhile, it should be noted
that the quality of the reconstructed images, gauged by either
visual perception or PCC/MSE, decreases with increased sam-
pling factors. For example, the reconstructed image generated
from the interpolated 28d-sampled speckles [Fig. 5(c),
Column VII)] apparently deviates from the 44, realization
[Fig. 5(c), Column II)], with a PCC of 0.8963 versus 0.9783,
although the differences between the corresponding interpo-
lated speckles [Fig. 5(b), Column VIl and Fig. 5(b), Column IT)]
are hardly recognized, with a PCC of 0.9557 versus 0.9869.

To further compare the performance of speckle super-
resolution with different interpolation methods, the quantita-
tive metrics, including PCC, MSE, and SSIM with respect to
the corresponding ground truths based on the 2000 testing
samples at each sampling factor, are plotted in Fig. 6. As seen,
no matter which interpolation method is adopted, better quan-
tities of metrics (i.e., larger PCC/SSIM and smaller MSE) can
be obtained with a smaller sampling factor, which is intuitive
and consistent with the visual observations. With increasing
sampling factor, however, the curves of metrics are noticeably
divided into two groups: one for speckle interpolations with
classic methods and no processing, and the other for the learn-
ing-based interpolations that are much less sensitive to the sam-
pling factor. In the first group, the performances with classic

Vil
J 28d,
]

Interpolatlon

0.9869(0.0002) 0.9760(0.0004) 0.9741(0.0005) 0.9702(0.0005) 0.9645(0.0006) 0.9557(0.0008)

Reconstruction

0.9841(0.0047) 0.9783(0.0040) 0.9651(0.0045) 0.9577(0.0063) 0.9470(0.0071) 0.9285(0.0085) 0.8963(0.0137)

Reconstructlon

Fig. 5. Learning-based super-resolution interpolation and imaging reconstruction. (a) Speckle patterns with a sampling factor from 1 to 28.
(b) The corresponding interpolated speckles via SpkSRNet for down-sampled speckle patterns. The insets are the PCC (MSE) with respect to
the ground truth speckle pattern in Column I of panel (a). (c) The corresponding reconstructed images via SpeckleNet for d-sampled and in-
terpolated speckles. The insets are the PCC (MSE) with respect to the ground truth face image [Fig. 3(c)]. Images in (c) are generated via deep
learning output based on the transformation of Fig. 3(c), which is reproduced under terms of the Public Domain Mark 1.0 license, and captured by

DOCB Bengaluru on 2017-08-06, Flickr (https://www.flickr.com/photos/docb400/35592623433/).
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Fig. 6. Performance analysis of speckle interpolation and image reconstruction. (a)-(c) The PCC (a), SSIM (b), and MSE (c) between the
interpolated speckles of interest and the original speckles (dy-sampled). (d)—(f) The PCC (d), SSIM (e), and MSE (f) between the corresponding

reconstructed images and the target human face. The solid lines and the shadowed regions represent the mean value and the standard deviation,

respectively, from the 2000 testing samples.

interpolation methods and no processing almost overlap and
decay sharply with increased sampling factor. These once again
confirm that the classic bilinear and bicubic interpolation
methods hardly contribute to the improvement of morphology
and information recovery for the down-sampled speckles. In
the other group, with learning networks, the similarities of in-
terpolated speckles and reconstructed information with respect
to the corresponding ground truths, as measured by PCC and
SSIM, are significantly boosted than those in the first group.
For example, for 284 realizations, the learning-based PCC and
SSIM for interpolation are increased by more than 5 times,
while for image reconstruction the enhancement is also
striking. Meanwhile, the variations from the ground truths,

Pixel binning

as measured by the MSE, are considerably suppressed with
the learning networks.

All these demonstrate the effectiveness and superior perfor-
mance of learning-based networks on speckle interpolation and
recovery of information that is lost or undermined due to in-
sufficient sampling, which may be necessary in speckle record-
ing and/or storage for higher SNR, faster frame rate, or storage
space saving,.

C. Speckle Super-Resolution Interpolation under
Low-Light Condition

Speckle-based applications under low-light condition consti-
tute such scenes where camera pixel binning may be necessary

Learning-based
interpolation

0.9497(0.0009)

0.9013(0.0087)

Fig. 7. Learning-based speckle interpolation and information recovery under low-light condition. (al) Speckles collected in low-light condition
(optical power = 2.4 pW and SNR = 0.04). (a2) Down-sampled speckles (SNR = 0.28) through combining 12 x 12 pixels in (al). (a3) The
learning-based interpolated speckles by feeding (a2) into the SpkSRNet trained by the 124-sampled speckles. (b1)—(b3) are the reconstructed
images of (al)—(a3), respectively, via the SpeckleNet. The red downward arrows represent learning-based image reconstruction. The image in
(b3) is generated via the deep learning output based on the transformation of Fig. 3(c), which is reproduced under terms of the Public

Domain Mark 1.0 license, and captured by DOCB Bengaluru on 2017-08-06, Flickr (https://www.flickr.com/photos/docb400/35592623433/).
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to ensure fast acquisition and usable SNR, which, however,
causes insufficient sampling to resolve the speckle grains well.
As an example, Fig. 7(al) shows a speckle pattern recorded by
the camera under low-light condition (i.e., optical power =
2.4 pW, SNR =~ 0.04 as defined in Section 2.A) with » = 1
for the sampling factor. The corresponding speckle pattern
under normal-light condition (SNR & 1.00) is shown in
Column I in Fig. 3(a) and the encoded information in
Fig. 3(c). As seen, the speckle pattern under low-light condition
is of high-level sparsity with only several scattered bright spots
that can be visualized in the FOV; the encoded human face
information is entirely gone with the learning-based informa-
tion reconstruction method [Fig. 7(b1)]. Through combining
12 x 12 pixels into one mega pixel [Fig. 7(a2)], which is also a
down-sampling processing (sampling factor » = 12), the
speckle SNR is enhanced from 0.04 to 0.28. Based on such
pixel-binned speckles, the reconstructed image only exhibits
a very vague outline of a human face [Fig. 7(b2)]. The
application of SpkSRNet, however, brings the hope. As shown
in Fig. 7(a3), the SpkSRNet, trained with the 124;-sampled
low-light speckles as the input and the corresponding -
sampled normal-light speckles as the target, generates an ultra-
fine textured speckle pattern. This speckle pattern not only
accomplishes the task of super-resolution interpolation, but
also compensates for the sparsity with a PCC as high as 0.9497
with respect to the ground truth [Fig. 3(al)]. Further, based on
such learning-based interpolated speckles, the encoded human
face information can be reconstructed with high fidelity
[Fig. 7(b3)]. This group of experiments shows that under ex-
treme conditions such as low light, complex information en-
coded in speckles is hard to be accurately extracted through
learning the sparse speckles, including the direct low-SNR
speckles or their down-sampled copy with higher SNR.
Learning-based speckle interpolation, however, provides a
promising strategy to effectively process down-sampled speck-
les, turning the seemingly useless very sparse speckles into
valuable data from which encoded information can be
recovered.

4. DISCUSSION

Through experiments, with sampling factor 7 > 4 or several
speckle grains binned into a mega-pixel, direct and classically
interpolated image reconstructions fail even with deep learning
(Figs. 3 and 4). The disability has been, to some extent, over-
come by the proposed learning-based interpolation by improv-
ing the grain features of the intermediate speckle patterns
(Fig. 5). To validate whether or not they preserve the correct
object information, visual observation based on speckle PCC
(MSE) and information consistency based on reconstructed
face images are both evaluated. Performance of the interpola-
tion degrades with increased sampling factor, which essentially
introduces more sampling insufficiency into the captured
speckles and hence the information loss. With acceptable
information loss (e.g., PCC drops to 0.9 for the human face
recovered from the interpolated speckles), the largest down-
sampling factor supported in this study is around 21 (Fig. 5)
and 12 (Fig. 7) under normal- and low-light conditions,

respectively. More examples can be checked in Appendix A
(Figs. 8-11).

These successful demonstrations may essentially provide
some physical implications or new knowledge about speckles
and speckle correlations. For example, as seen in Column
VI in Fig. 3(a), the grainy morphology of the 21d-sampled
speckles has been entirely smoothed out because the signal
at each macropixel equivalently represents 212 = 441 pixels
in the dy-sampled speckles and integrates quite a few speckle
grains. Accordingly, the object information is gone [Fig. 3(b),
Column VI]. The learning-based interpolation [Fig. 5(b),
Column VI] can effectively decompose the former pixel
integration by searching the optimal solution among
[(216)21:21]12<12 , 10° possibilities (for up sampling 16-bit
21dy-sampled speckles with 12x 12 pixels to 16-bit
dy-sampled speckles with 252 x 252 pixels). The seemingly
irreversible down sampling (i.e., pixel binning) is reversed after
learning the transformation from the down-sampled to well-
resolved data. Also, in the low-light realizations, such as the
12d-sampled low-light speckles [Fig. 7(a2)], bright speckle
grains left in the FOV comprise only ~0.14% non-minimal
signals, from which the signals in the rest of the FOV can
be still “derived” by the well-trained SpkSRNet [Fig. 7(a3)].
The feasible transformation proves the objective existence of
implicit yet strong correlation among speckles. Therefore, as
seen, sparsely sampled or partial speckled signals can contain
the overall information of the target, although with compro-
mised resolution.

The implicit correlation among speckles might also define
the high-order fluctuating intensity and gauge the global dis-
tribution of the speckle grains. Without such physics prior,
it is therefore impossible for the classic interpolation methods
to recover the grainy morphology as well as the global distri-
bution. The inherent non-linearity in the DNNs, on the other
hand, provides feasibility to overcome the lack of physics
knowledge about the implicit speckle correlation. Instead of
producing uncorrelated random signals, the DNNs allow for
adaptively inserting the values to form the morphological fea-
ture of speckle grains to decompose the integrated pixels. Such
distinguished capability should be attributed to the supervised
configuration of the deep learning method. With supervised
learning, targets in the training dataset specifically guide the
update of parameters in the DNNs. By minimizing the discrep-
ancy between the network output and the target (the well-
resolved speckles) through backpropagation optimization, the
information from the target flows back across each layer and
updates their parameters to relate the down-sampled speckles.
That is why the DNN is able to learn the effective transforma-
tion for speckle interpolation. Therefore, for speckles under
either normal- or low-light conditions, the proposed learning-
based interpolation approach provides a robust and promising
solution to retrieve object information from down-sampled
speckles.

Before concluding, the difference of super-resolution inter-
polation for regular and laser speckled images should be empha-
sized. As known, some essential information may be lost
during the process of down or sparse sampling. For regular
images, such as natural scenes and human faces, resolution
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improvements by 4 to 8 times (the same definition as the sam-
pling factor in this study) have been reported [28,36]. However,
implementation of super-resolution based on the low-resolution
images leads to diverse and non-unique high-resolution results
[36]. Such uncertainty is induced by the delta-like point spread
function (PSF) of the lens-based imaging system for regular
images, which localizes the information from the object to a dif-
fraction-limited narrow region on the image plane. The corre-
lation among neighboring signals is therefore inevitably weak so
that it is much more difficult to fulfill the super-resolution in-
terpolation for regular images, which may result in incorrect ar-
tifacts [37]. For laser speckled images, the scattering medium
defines a speckle-like PSF [10] and sufficiently delocalizes the
information. Theoretically, the whole region on the image plane
is conjugated to one point on the object plane, and vice
versa, making the plane wavelets emanate from the object
remotely correlated on the image plane. Thus, the delocalization
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(b2)
(al) original speckles

(c1)
Bilinear

(d2)

(e1)
SpkSRNet

(e2)
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significantly strengthens the correlation over the FOV or among
the speckle grains, and only a few speckle signals can encode the
complex information. Consequently, even with down sampling,
the preserved intrinsic correlation enables learning-based speckle
interpolation, whose cut-off sampling factors correspond to 21
and 12 (i.e., 10.7 and 6.15 times below the Nyquist criterion),
respectively, for normal- and low-light realizations in this study.
Such effective information preservation from the sub-Nyquist
sampled speckles indicates the information carriers in speckles
are probably not limited to the fine features but, more essentially,
its implicit correlation is buried among the spatial distribution of
the speckle grains.

5. CONCLUSION

In this work, we propose a learning-based implementation

(i.e., SpkSRNet based on a ResNeXt with a pixel-shuffle layer)

I i v v Vi
do 12d, 18d,  21d, 28d,

Down-sampled
speckles

Fig. 8. Speckle interpolation and the corresponding learning-based imaging reconstruction. (al) The original speckles generated with the image
(a2). (b1) Down-sampled speckle patterns with sampling factors from 4 to 28. (c1), (d1), and (el) are the up-sampled (i.e., interpolated) speckle
patterns through bilinear, bicubic, and SpkSRNet methods, respectively. (b2), (c2), (d2), and (e2) are the reconstructed images by feeding (b1), (c1),
(d1), and (el) into the SpeckleNet. The ground truth image (a2) is reproduced under terms of the Public Domain Mark 1.0 license, and captured by
Lionel AZRIA on 2018-05-15, Flickr (https://www.flickr.com/photos/157170122@N07/28252868748/). The original image is cropped and con-
verted to gray scale. Images in (b2), (c2), (d2) and (e2) are generated via the deep learning output based on the transformation of (a2) for signal

processing purpose.
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to parametrically up sample sparse laser speckle patterns that are
sampled below ~1/10 of the Nyquist criterion into well-
resolved speckle patterns, which is impossible with classic
interpolation methods. Experimental results show that the
proposed method provides a robust and promising framework
to recover the comprehensive speckle morphology as well as the
lost complex information (human face in this study) with
high fidelity from sub-Nyquist sampled speckles that are
down sampled from the original ones by more than two
magnitudes (21% and 127 for normal- and low-light conditions,
respectively).

Notably, if the purpose is image reconstruction, the
SpkSRNet and SpeckleNet can be merged so that sparse speck-
les can be fed into a single network to reconstruct the image.
Yet, the application of the learning-based interpolation network
can be generalized due to its independence from the image
reconstruction procedure. In practice, the information about
the target object to be imaged or sensed may be unknown,
which impedes regular DNN training for image reconstruction.
The proposed interpolation, however, exploits speckle patterns
and its transformation only. Therefore, the training for
SpkSRNet can proceed even with no prior knowledge of the
target objects. Such a feature can considerably benefit many
scenarios such as the measurement for a large transmission ma-
trix of a scattering medium, where speckled acquisition is re-
stricted within a specific temporal window, and biomedical
applications whose aim is to reveal inhomogeneities that are
optically inaccessible. This may also enable applications based
on fast acquisition of speckles with sufficient SNR and open up
new avenues for seeing big and seeing clearly simultaneously in
complex scenarios.

Pixel binning

APPENDIX A

Since each sample in this study is involved with multiple sam-
pling conditions, only one speckles image is chosen to save the
length of the text and brief demonstration. Therefore, two
more examples, in Figs. 8,9, and 10, 11, respectively, are listed
here for reference, including normal-light conditions in Figs. 8
and 10 and low-light conditions in Figs. 9 and 11.
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Fig. 9. Learning-based speckle interpolation and information recovery under low-light condition. (al) Speckles collected in low-light condition
(optical power = 2.4 pW and SNR = 0.04). (a2) Down-sampled speckles (SNR = 0.28) through combining 12 x 12 pixels in (al). (a3) The
learning-based interpolated speckles by feeding (a2) into the SpkSRNet trained by the 124-sampled speckles. (b1)—(b3) are the reconstructed
images of (al)—(a3), respectively, via the SpeckleNet. The red downward arrows represent learning-based image reconstruction. The image in
(b3) is generated via the deep learning output based on the transformation of Fig. 8(a2), which is reproduced under terms of the Public

Domain Mark 1.0 license, and captured by Lionel AZRIA on 2018-05-15, Flickr (https://www.flickr.com/photos/157170122@N07/

28252868748/).
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Fig. 10. Speckle interpolation and the corresponding learning-based imaging reconstruction. (al) Original speckles generated with the image (a2).
(b1) Down-sampled speckle patterns with sampling factors from 4 to 28. (c1), (d1), and (el) are the up-sampled (i.., interpolated) speckle patterns
through bilinear, bicubic, and SpkSRNet methods, respectively. (b2), (c2), (d2), and (e2) are the reconstructed images by feeding (b1), (c1), (d1), and
(e1) into the SpeckleNet. The ground truth image (a2) is reproduced under terms of the Public Domain Mark 1.0 license, and captured by Kya-Lynn on
2018-06-05, Flickr (https://www.flickr.com/photos/141074874@N05/41849168674/). The original image is cropped and converted to gray scale.
Images in (b2), (c2), (d2), and (e2) are generated via the deep learning output based on the transformation of (a2) for signal processing purpose.

(al)

(a3)

Learning-based

Pixel binning interpolation

Fig. 11. Learning-based speckle interpolation and information recovery under low-light condition. (al) Speckles collected in low-light condition
(optical power = 2.4 pW and SNR = 0.04). (a2) Down-sampled speckles (SNR = 0.28) through combining 12 x 12 pixels in (al). (a3) The learn-
ing-based interpolated speckles by feeding (a2) into the SpkSRNet trained by the 124 -sampled speckles. (b1)—(b3) are the reconstructed images of
(al)—(a3), respectively, via the SpeckleNet. The red downward arrows represent learning-based image reconstruction. The image in (b3) is generated via
the deep learning output based on the transformation of Fig. 10(a2), which is reproduced under terms of the Public Domain Mark 1.0 license, and
captured by Kya-Lynn on 2018-06-05, Flickr (https://www.flickr.com/photos/141074874@N05/41849168674/).
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